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Many visible public debates over scientific issues are clouded in
accusations of falsehood, which place increasing demands on
citizens to distinguish fact from fiction. Yet, constraints on our
ability to detect misinformation coupled with our inadvertent
motivations to believe false science result in a high likelihood that
we will form misperceptions. As science falsehoods are often
presented with emotional appeals, we focus our perspective on
the roles of emotion and humor in the formation of science
attitudes, perceptions, and behaviors. Recent research sheds light
on how funny science and emotions can help explain and poten-
tially overcome our inability or lack of motivation to recognize and
challenge misinformation. We identify some lessons learned from
these related and growing areas of research and conclude with a
brief discussion of the ethical considerations of using persuasive
strategies, calling for more dialogue among members of the
science communication community.
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Many visible public debates over scientific issues are clouded
in accusations of falsehood, which place increasing de-

mands on citizens to deduce fact from fiction. Doing so is
challenging, as facts, half-truths, and falsehoods can seem in-
distinguishable (1). This is especially the case in a media envi-
ronment where a consumer can pick and choose from numerous
channels, formats, and types of information (2). Others in PNAS
(3, 4) have dissected and quantified the scope of the misinfor-
mation problem, and we will not repeat those arguments here. It
is sufficient, for this perspective, to assert that fake news is a
salient issue in media today (e.g., refs. 5 and 6), and the chal-
lenge presented by science misinformation and misperceptions
deserves attention.
In this essay, we first examine the constraints on our ability to

detect misinformation that, when coupled with our inadvertent
motivations to believe false science, result in a high likelihood
that we will form misperceptions. We briefly engage with ability
and motivation, drawing primarily from research in cognitive
psychology. Then, extending prior research and discussions from
previous colloquia (e.g., ref. 3), we focus our perspective on an
important but relatively understudied area of research in science
communication: emotion and humor.
As antiscience claims often appeal to emotions (e.g., ref. 7), a

better understanding of the role of emotions in science com-
munication can advance not only how we communicate and
engage public audiences with science but also how we address
misinformation. To this end, recent research on humor sheds
light on how funny science can potentially combat misinforma-
tion and misperceptions through various mechanisms. We con-
clude with some lessons learned from this growing body of
research and briefly touch on the ethical considerations, calling
for more discussion about this area of science communication.

Our Ability to Recognize Misinformation Is Limited
In a 2016 survey, nearly 25% of adults in the United States said
they shared inaccurate information on social media (8), a statistic
that is likely much higher due to social desirability bias in self-
reporting.* Our ability to recognize and avoid misinformation is
curtailed not only by overwhelming amounts of information and the

nature of scientific content that we encounter online (2) but by
individual characteristics (e.g., science knowledge, media literacy)
and structural constraints (e.g., local and regional news deserts).
Knowledge about basic science facts plays a role in our ability

to parse accurate information from falsehoods and half-truths
(e.g., ref. 9). But the level of science knowledge among US
adults has been fairly stagnant for at least a decade; in 2018,
American adults correctly answered about 5.5 of 9 true-or-false
questions about basic science facts (10). Moreover, factual
knowledge is not the only predictor of people’s perceptions
about science (11), and merely filling the deficit in public
knowledge is unlikely to remedy (mis)perceptions (12).
While knowledge about basic science facts is one aspect of

science literacy, the term also encompasses an understanding of
the practice of science and its role as a social process (13). As
others have pointed out (3), knowledge about the practice and
process of science, not just basic facts, is likely to be more rel-
evant in the context of science misinformation. In the United
States, these types of literacy have also been relatively un-
changing. In 2018, only about 43% of adults correctly responded
to several questions that measure understanding of the process
of scientific inquiry (10).
Media literacy also augments our ability to evaluate informa-

tion. Like science literacy, media literacy is a complex concept
that generally refers to the ability to analyze and evaluate in-
formation (14, 15), much of which we now access online. Eval-
uating online information includes considering strategies used to
create content; identifying a media producer’s purpose and
perspective; recognizing the social, political, and historical con-
texts in which information is created and consumed (14); and
determining credibility (16). Media literacy equips us with the
ability to negotiate meaning and engage with information that is
available in a variety of media formats. Yet, media literacy ed-
ucation in the United States has lagged behind other developed
nations (17–19). Moreover, some argue that current media lit-
eracy education efforts focus on little more than familiarity with
online and digital media tools that emphasize creativity and so-
cial connectivity (20). Education efforts that hone so-called “tool
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competence,” while useful, are unlikely to improve our ability to
detect and avoid misinformation.
Media and science literacy are inextricably linked; media

coverage of science issues is part of the social process of science
(13). We need greater attention to media literacy education that
focuses on critical engagement with media and its impacts on
society. Better media literacy education coupled with an under-
standing of science literacy that includes considerations of media
presentations of science (e.g., ref. 21) has the potential to im-
prove our ability to discern science facts from falsehoods.
There are also structural constraints to our ability to detect

misinformation. Two structural factors that limit our ability to
discern credible science information from falsehoods include the
shrinking of traditional science journalism and the prevalence of
news deserts across the United States. Journalists play a key role
in public understanding, legitimization, and support of science,
through their coverage of scientific topics in media (22), yet this
practice faces increasing challenges. Over the last decade, the
traditional news industry has lost readers, influence, and adver-
tising revenue, leading the industry to decline in both size and
average salary (23).
Science news is typically less popular than other topics in

media (e.g., politics, sports), and this low priority has intensified
in a digital environment, resulting in fewer science journalist
careers (22). In addition, there are increasing demands placed on
science journalists, with constant, tighter deadlines across mul-
tiple media platforms (24) and an emphasis on simplifying ma-
terial for audience consumption (25). Rather than the watchdog
or gatekeeper roles that journalists traditionally held, many sci-
ence journalists today find their role in science news coverage
evolving into one necessitating public relations skills to navigate
politicized issues, polarized debates, and interest-driven cover-
age (26). Fewer journalists, working faster and for less money, to
produce bite-sized news stories in an oversaturated media mar-
ket impairs the quality of science information that public
audiences receive.
Moreover, since 2004, more than one in five newspapers in the

United States has closed its doors permanently, and others have
switched to a completely digital landscape, leaving many com-
munities without a local newspaper (27). The departure of local
newspapers produces news deserts, or communities with no
coverage of local news (28). For many, this information absence
is filled by the Internet. Today, most individuals obtain scientific
information online (10), a trend even more prominent among so-
called digital natives (12). While the Internet allows for public
communication about science in novel ways, the information
provided in this participatory media environment does not al-
ways face the same scrutiny upheld by established journalistic
norms. As such, individuals other than scientists, such as politi-
cians or religious leaders who may have contrary opinions, may
challenge facts held in scientific consensus (29). The declining
presence of traditional science journalism and an increase in
physical news deserts emphasize that citizens’ abilities to identify
information do not occur in a vacuum and can be threatened by
structural, as well as individual, constraints.

We Often Lack Motivation to Parse Misinformation
Scholarship in the basic sciences of human cognition offers
abundant evidence that the ways in which we seek and process in-
formation are not conducive to discerning misinformation. Many
scientific issues that society faces are complex and novel to the av-
erage information consumer. Thus, it requires significant effort by
citizens to make sense of the information necessary to thoroughly
understand a single scientific issue on the public agenda (30).
To manage the deluge of information, we rely on mental

shortcuts, or heuristics, that reduce complex cognitive tasks into
simple operations that enable us to make judgments and form
opinions about scientific issues society faces. Abundant empirical

evidence shows that we use heuristics in the context of science.
Predispositions such as political ideology and religious values are
employed when we seek information (31) and form opinions
about issues ranging from nuclear energy (32) to nanotechnology
(33). Online, heuristics become helpful tools that allow us to
efficiently make sense of information in an often overwhelming
environment; we are constantly inundated with complex science
messages from a myriad of sources and in diverse formats.
In addition to helping us sift through large amounts of infor-

mation, we use these mental shortcuts in our evaluation of in-
formation (30, 34, 35). We are motivated skeptics engaged in
motivated reasoning; we process information in unconsciously
biased ways (36). As others have pointed out (4), this mechanism
can explain both the difficulty of detecting misinformation and
the challenge of correcting misperceptions.
Misinformation is often packaged in simplistic and emotional

formats (37). Stories containing misinformation are often framed
as clickbait, with captivating titles that capture attention with
scandalous information. Indeed, extant scholarship indicates that
emotions such as anger tend to favor biased processing of mis-
information, resulting in attitude-consistent misperceptions (38).
Such mechanisms encourage our acceptance of misinformation
without much cognitive effort. Perhaps because the scientific
endeavor is traditionally viewed as cold, rational, dispassionate,
and objective, we have overlooked the role of emotion in the
formation of science opinions and attitudes. Yet, appeals to
emotional reactions are often used in the framing of false in-
formation (7). This “cold” view of science is seemingly at odds
with “hot” topics like emotion. But this constructed dichotomy
fails to account for decades of research in the social sciences;
emotion is a fundamental part of almost all human actions and
decisions (39).

The Role of Emotion in Science Communication
Emotions are subjective feeling states that result from appraisal
of a situation and give rise to approach or avoidance motiva-
tional processes. Functional emotion theorists argue that emo-
tions arise from meaningful interpretation of an object (e.g., a
scientific message). In other words, emotions are the result of
meaning making that give rise to action tendencies [i.e., ap-
proach or avoidance responses (40)]; each emotion has a core
relational theme that guides our responses (41). Approach mo-
tivation is typically connected with incentive and reward, while
avoidance is associated with aversion and threat (42). For ex-
ample, fear is experienced in response to a physically or psy-
chologically threatening object resulting in an avoidance
motivation (43, 44). In contrast, anger that results from appraisal
of an object or message is associated with approach action ten-
dencies, as individuals are motivated to defend themselves or
rectify a perceived wrong (45). These appraisal tendencies are
implicit predispositions used to evaluate future stimuli (46) and
can affect depth of information processing (47–49) and thought
content (50, 51). Emotions, therefore, are likely to influence
people’s attitudes toward science and their risk judgments.
Although emotional appeals and affect have a long history of

study in the context of health communication, emotions can also
influence our attitudes toward scientific issues and how we
process scientific information (e.g., refs. 52–55). For example,
disgust elicited by a message about fecal microbiome transplants
can increase people’s risk perceptions (55) and influence their
attitudes toward policy and regulation (54). Fear and anger to-
ward videos from the Discovery Channel’s Shark Week have also
been found to drive shark conservation behaviors (53). Emotions
have likewise been examined as potentially strengthening cog-
nitive strategies such as gain-versus-loss framing, in which in-
formation is presented in terms of gains or losses that result from
engaging in a behavior (56, 57). Using the context of sea star
wasting disease, Lu (52) found that gain-framed messages
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containing a sadness appeal (relative to loss-framed messages
and hope appeals) increased proenvironmental behaviors, policy
support, and information seeking among individuals. Others
have found that gain-framed messages that evoke hope can in-
fluence people’s attitudes toward climate advocacy and policy
(58), drawing on theoretical approaches to the study of emotion
in science communication, including the cognitive functional
model (59), which highlights mechanisms that potentially explain
why rectifying misperceptions remains a challenge.
Strong emotions can impair our ability to process science in-

formation rationally (49). If processing ability is impaired, we
generally resort to using mental shortcuts, or heuristic process-
ing, to make sense of new information. Then, if a science false-
hood aligns with our priors, heuristic processing impairs our
ability to detect misinformation, while increasing the possibility
of acceptance. If processing ability is not impaired, whether we
adopt systematic or heuristic processing depends on the avail-
ability of mental shortcuts. If these shortcuts are present, and we
are motivated to engage with the information and expect it to
satisfy an emotion-induced goal, then we are more likely to
process information heuristically. In the same state of motivation
and goal expectation, the absence of mental shortcuts makes it
more likely that we will process the information systematically.
In the latter case, priors and predispositions can serve as mod-
erators of the resulting attitude, judgment, or (mis)perception. If
our priors lead us to accept misinformation, the misperceptions
that result are likely to be long lasting and relatively stable.
A more recent theoretical framework is the emotional flow

hypothesis (60, 61). While most communication research on
emotion has focused on how a primary emotion affects down-
stream attitudinal and behavioral outcomes, message content
can induce a series of emotional responses (62). This so-called
emotional flow is defined as “the evolution of the emotional
experience during exposure” to a message (60). Although primarily
proposed and examined in the context of health messaging (e.g.,
refs. 63 and 64), an initial empirical test of emotional flow has been
conducted in the context of climate change (58). Using gain-
versus-loss framing coupled with threat and efficacy messages
presented in succession, Nabi et al. (58) found that climate change
messages designed to first elicit fear, then hope, were more effec-
tive in encouraging advocacy behavior when compared to messages
that lacked emotional sequencing structure.
Although the evidence is yet sparse, the emotional flow hy-

pothesis might offer a means of correcting misinformation. One
study found that a narrative containing corrective information
that had an emotional ending was more effective at rectifying
attitudes compared to a corrective narrative without an emotional
ending (65). Even though this study did not test the emotional flow
hypothesis specifically, these findings are promising, as shifts in
emotion are central to narratives and storytelling (61).
The effect of emotions on the detection and acceptance of

misinformation, the formation of misperceptions, and their
correction is not straightforward. Indeed, the mechanisms
reviewed and proposed require further empirical testing. Addi-
tional research in this area can shed much-needed light on how
emotional appeals and affective reactions to science information
might limit or enhance our ability and motivation to address
misinformation. Advances in this area will complement existing
research on the cognitive mechanisms associated with misinfor-
mation and the correction of misperceptions.

Funny Science: How Humor Influences Science Attitudes
Related to our understanding of the role of emotions and
emotional shifts is the use of humor in science messaging. Hu-
mor is derived primarily from surprise, as incongruity often plays
a role in the elicitation of humor (66, 67), and can, if one gets the
joke, result in amusement or mirth. Humor and emotion have a
long history; emotional events are often retold or framed in

humorous ways (68), and humor is regularly used in interper-
sonal emotion management (69). Today, we often see humorous
content about current scientific issues that are emotionally
charged (e.g., memes about mask wearing to prevent the spread
of the coronavirus). Establishing a better understanding of hu-
mor, including its relationship to discrete emotions and the
mechanisms that underlie shifts in emotion when we encounter
funny, yet emotional, science content, is necessary to improve
our understanding of the effects of humor and how it can be used
in the practice of communicating complex scientific issues.
Humor is ubiquitous and constant in daily life. We see funny

messages in television advertisements (70, 71), and almost 30%
of Americans say they learned something about politics from
satirical programs such as The Daily Show, The Colbert Report,
and Saturday Night Live (72). Humor is also prevalent in science.
A recent content analysis of Twitter and Instagram analyzed the
types of humor present, finding that satire, wordplay, and an-
thropomorphism were relatively commonplace (73). The ubiq-
uity of humor makes it an ideal subject of inquiry, as it allows
researchers to examine theories of science communication in
real-world settings, a research agenda that has been emphasized
in a recent report of the National Academies (74).
In an era of (mis)information, humor has the potential to be

implemented as a defense against falsehoods, but a better un-
derstanding of how humor influences public attitudes and
decision-making is necessary. So far, research that has examined
the use of humor to correct misinformation is inconclusive,
though hopeful. Vraga et al. (75) compared the effectiveness of
humor- vs. logic-based corrections of misinformation on Twitter
and found that, of the three issues examined (climate change,
HPV vaccinations, and gun control), only corrections about HPV
vaccinations reduced misperceptions. However, both humor- and
logic-based corrections were effective. In a related study using
eye tracking, researchers found humor directed audiences’ at-
tention to both the misinformation and the visual designed to
correct it (76). Attending to the corrective image reduced peo-
ple’s perceptions of credibility of the misinformation and, indi-
rectly, reduced misperceptions. Other research on Facebook has
shown that fake news from a source that self-identifies as a sa-
tirical outlet can potentially reduce misperceptions by reducing
perceptions of credibility (77).
While the evidence is far from equivocal, these studies high-

light why humor can be a valuable tool. First, it can serve as a
means of drawing attention to issues to which audiences might
not otherwise attend (e.g., refs. 78 and 79). Humorous messages
also direct a viewer’s attention to information embedded within
their content, which may be a result of the viewer marshaling
cognitive resources to “get the joke” (67). In particular, visual
forms of science humor (e.g., memes, comics) have the potential
to capture attention (80), and some studies show that humor can
also improve problem-solving skills and learning (81), although
more research in this area is necessary. More importantly, humor
impacts how we process information (e.g., ref. 82) and form at-
titudes and behavioral intentions (e.g., refs. 83 and 84).
Clearly, humor is already used to communicate science;

scholars even recommend using humor for this purpose (85, 86).
Yet, humor’s effects on people’s attitudes toward science and
scientists largely remain an open empirical question. Science
humor as a research context is integral to its application in
practice. However, this is an emerging area of scholarship in
science communication, and we look to the areas that have a
longer history in the study of humor (e.g., education, advertising,
political communication) for applicable insights.

Humor’s Effect on Source Evaluations
Audience perceptions of a communication source have long
been recognized as important factors that impact the effective-
ness of communication (87). Among the desirable attributes of a
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source, trustworthiness and likability play decisive roles in the
persuasive impacts of messages. Trust has long been shown to
affect people’s attitudes toward science (e.g., refs. 88–91). Al-
though trust is a broad concept that can be measured in a variety
of ways, source credibility is a common feature of numerous
conceptualizations (e.g., refs. 92–95). To improve detection of
misinformation and guard against misperceptions, then, we must
consider the credibility of sources of scientific messages.
Related to credibility, source likability is typically conceptu-

alized as an affective evaluation linked to an object (96). It is
associated with traits that make a person likable in a general
sense but are not necessarily relevant to the person’s expertise or
credibility (97). Consistently, research has shown that more-
likable communicators are more likely to influence audiences’
views through explicitly expressed intentions to persuade (98,
99). Taken together, source likability and credibility have po-
tentially impactful roles as preventative and corrective measures
against misinformation.
Humor has long been linked to source evaluations (100, 101).

In advertising, its effects on source evaluations often depend on
factors such as humor type (102). In education research, the
relationship between humor and source evaluation is more
consistent; humor is linked to more-positive evaluations of
teachers (103, 104). In interpersonal communication research,
inoffensive humor has been associated with attraction and
building of rapport between individuals (105). When someone
makes another person laugh, a recipient associates the source of
humor with the pleasure of laughing. As a result, they view the
source as more likable (106). In general, funny people are rated
more favorably than others, a finding that has been replicated
across diverse contexts (107).
Recent research has found supporting evidence in the context

of science communication. Using a science joke on Twitter, we
(108) found that people who found the content amusing also
perceived the scientist who posted the joke as more likable. In
another experiment manipulating the presence of a laugh track
in a video clip featuring a scientist performing a standup comedy
routine, Yeo et al. (109) found that laughter increased audi-
ences’ perceptions of likability and expertise of the scientist.
These findings are encouraging—scientists who use humor to
engage audiences appear to be more likable, and, importantly,
their credibility as a scientist is not undermined.
In addition to affecting perceptions of likability and expertise,

funny content can impact downstream attitudes and behavioral
intentions indirectly. Not only is a scientist performing a standup
comedy routine perceived as more likable and credible, but
greater perceptions of expertise are subsequently associated with
perceptions of comedy as valid sources of science information
(109). Experiencing humor as a result of funny science content
also increases people’s motivations to follow more science on
social media and their intentions to share and engage with such
content (84, 108). Notably, these recent works on science humor
are, for the most part, conducted with jokes that tend to be
benign and inoffensive. However, satire and sarcasm are preva-
lent in online science humor (73), and it is to this type of biting,
other-directed humor we now turn.

Regarding Satire and Sarcasm
Satire is commonly found in online science content (73) and
exemplified by Twitter hashtags such as #overlyhonestmethods
and #fieldworkfail. These hashtags are often used by researchers
to express methodological frustrations that would not be con-
sidered appropriate for scholarly publication (110). The humor
expressed in this content, instead of being self-deprecating, is
other directed, poking fun at the scientific process (111). Some
research on humor in science and health communication has
probed the effects of satire on attitudes and information pro-
cessing. For example, a satirical message about the importance

of the measles, mumps, and rubella (MMR) vaccine led to less
psychological reactance [a motivational state in which individuals
feel their freedom is threatened (112)] and reduced defensive
information processing for those who held misinformed beliefs
about the MMR vaccine (113). In the context of climate change,
viewers of a one-sided, sarcastic message mocking people who
believe climate change is a hoax reported increased risk per-
ceptions (114) and were encouraged to engage in more elabo-
rative information processing (115). These findings and others
(e.g., ref. 116) offer promising answers to the question of using
humor to accomplish strategic science communication goals,
including detecting and countering misinformation.
Although these few studies offer some understanding of sat-

ire’s role in science communication, this is still an under-studied
area. However, we can look to its treatment in other contexts to
gain insight into its role in communicating complex topics. On the
one hand, research in political communication demonstrates the
promise of satirical content to foster learning, engagement, and
message elaboration. For example, following the 2012 election,
exposure to The Colbert Report was found to increase people’s
perceptions of their knowledge about super PACs, while also in-
creasing factual knowledge of campaign finance regulation (117).
Others have found that political humor can increase knowledge
(118, 119), message elaboration (120), and political participation
(120, 121). Applied to communicating complex science issues,
finding satirical ways to present novel and intricate topics might
facilitate learning and engagement among broad audiences.
On the other hand, it is easy to imagine that satire could po-

tentially perpetuate misperceptions in science and negatively
influence people’s perceptions of information sources and sci-
entific actors. An analysis of climate change reporting on The
Colbert Report found that, even though the issue was covered
ironically, some audiences (primarily conservatives) took Col-
bert’s message about climate change being a “hoax” at face value
(122, 123). These backfire effects can thus perpetuate misper-
ceptions about climate change as a myth and would also be a
concern for other scientific issues (e.g., vaccines). Others have
found parodies of political candidates to increase the salience of
caricatured traits (124) and affect perceptions of a joke’s target
(125–128). Much of the extant research on satirical impersona-
tions in political communication (e.g., Tina Fey’s portrayal of
Sarah Palin on Saturday Night Live) shows that satire negatively
influences people’s evaluations of political candidates. If satirical
political content can negatively impact evaluations of political
actors, it seems reasonable to consider that the same might occur
in the context of satirical science: Does satirical science humor
potentially undermine trust in scientists and other scientific
professionals? This and other questions about the effect of satire
in science communication are open empirical questions that
should be addressed.

Looking Ahead
There is no simple remedy to the problem of science misinfor-
mation. Our best and most realistic approach is to use multiple
approaches in concert with each other. To this end, a better
understanding of the roles of emotion and humor in accepting
misinformation and forming misperceptions, as well as correcting
them, serves as one more resource for science communicators’ ef-
forts against misinformation. It is crucial that members of the sci-
ence communication community (e.g., trainers, practitioners,
researchers) form mutual collaborations to facilitate the conduct of
translational research to address the misinformation challenge we
face today. We believe science communication research needs
more translation—empirical observations from research can and
should be turned into best practices, strategies, and interventions
that improve the health of science and its role in society.
Yet, in doing this work, critiques arise about the potential

ethical implications of the recommendations and best practices
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that result from theoretical work. One perspective asserts that it
is manipulative for science communicators to use persuasive
strategies to achieve better scientific citizenship (e.g., higher
science literacy, proscience attitudes). Although this consider-
ation of ethics is not new to science communication (129, 130),
even a recent report on the science of science communication
from the National Academies (74) remained agnostic on this
issue. We need to discuss the ethics of using communication
strategies when engaging publics, and a recent edited volume
initiates this conversation (131). Yet, the issue of whether sci-
ence communication informs or persuades has not been ade-
quately addressed (132). Not engaging with the goals and related
ethics of science communication and continuing to rely on “just
the facts” of scientific issues risks allowing misinformation and
misperceptions to become more pervasive in our information
ecosystem.
Communication strategies are not inherently deceitful or

malicious—it is how we deploy these strategies that matters. Of
course, how practitioners adopt communication practices trans-
lated from research depends on many factors, including goals
and intentions. If the goals for current science communication
are to correct misperceptions and inoculate ourselves against
misinformation, we must engage with the moral complexities and

make ethically grounded decisions about whether and how to
implement persuasive communication tools to meet our goals.
Although empirically driven communication techniques may

be advantageous for combating ephemeral misinformation wars,
another concern is the potential hazard of undermining public
trust in science and scientists. For now, opinion surveys show that
the public’s trust in science is relatively high. In 2018, 44% of
Americans said they have a “great deal of confidence” in the
scientific community (10), second only to confidence in the US
military. Given the importance of trusted sources in communica-
tion, it is integral that this confidence in the scientific community
is not eroded in the effort to diminish misinformation and reduce
public misperceptions. Science communication researchers con-
tinue to advance our understanding of how emotion and humor as
strategic communication techniques can be used in service to
practice; collaborative projects between practitioners and re-
searchers will only strengthen this knowledge base. But, although
empirical discoveries may yield effective tools and techniques, the
recommendations and best practices that result must be employed
conscientiously. To this end, it is essential that we engage in dis-
cussions and dialogue about the ethical considerations and chal-
lenges that face science communication today.

Data Availability. There are no data underlying this work.
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